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Abstract—In this generation, everyone has the right to receive 

real-time and great amount of information. However, it is 

difficult for the visually impaired people to have the benefit of 

using this great information. In this paper, a reading system is 

proposed as an alternative eye for the visual impaired people. By 

this reading system, the information of words is transformed into 

the information of voice. It helps the visually impaired people to 

get all kinds of information quickly and easily. This system was 

developed based on the image processing technique, by which the 

captured image is converted into the text information by a 

character recognition technique. In order to achieve the demands 

of fast computing, multiple texts identification, huge database 

accessing, and real-time application, the very large scale 

integration (VLSI) technology was used to improve the 

performance of this system. This design was implemented by an 

Altera DE2-115a field programmable gate array (FPGA) board 

with a 5 Mega Pixel lens to capture the image of the book. For 

the future development, this system will be connected with the 

cloud systems, by which the recognized words can be translated 

into voice information by the cloud computing and tools. We 

hope this system can help the visually impaired people to get 

information from the books and papers independently. 
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I. INTRODUCTION 

Recently, people can get a great amount of information 

from Internet, books, new papers, etc. Nevertheless, for the 

visually impaired people, they have difficulty in reading and 

have fewer resources compare to others. Although the Braille 

books and audio books are available for them to get the 

information by voice, the information contains on Braille and 

audio books are limited and it spends a lot of the manpower 

and time to develop these tools [1]. In other words, the 

visually impaired people needs somebody or tools to help 

them reading the books or papers.  

Taipei Public Library [2], for example, buys 100 audio 

books per month which is obvious less than other kinds of 

books. Although the Taipei branch has a library for the blind 

which can provides a convenient method but they cannot 

provide up to date information to the blind readers. The 

information provided to them will be limited to the contents of 

the books in the library.  Audio books are more expensive 

because it needs more manpower to build it. Moreover, since 

the poor eyesight of visually impaired people, they are unable 

to operate complex machines. Hence, a simple and easy to 

operate reading system was developed for the visually 

impaired people. This system is designed to be able to 

translate the text information into voice information, which 

will help the visually impaired people read books and papers 

independently. It also means that the visually impaired people 

will have more choices to reading more kinds of books and 

papers. They can also read independently and save much time 

for reading. 

The proposed innovative system was developed based on 

the vehicle license plate recognition techniques [3]-[12]. It 

uses the device of lens to capture the images and then 

identifies the text information from the images as shown in 

Fig. 1. There are four steps to identity the words of the 

captured images. First, the noise of the captured images is 

reduced by the gray level, binarization, and the edge detection. 

Second, the figure of each letter is divided from the whole 

image. Third, the divided letter image is scaled up/down to the 

size the same as the size of the letter image in the database. 

Finally, the letter can be obtained by comparing the divided 

letter image with the database. 

 

 
(a) 

 
(b) 

Fig. 1 (a) The original captured image. (b) The image processed by Example 
of an unacceptable low-resolution image 
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After identifying process, the captured image will be 

converted into text file. We are also planning to link the text 

file to Google to convert the text to audio. Audio books will 

be stored in the cloud and it provides a convenient tool for the 

visually impaired people to get the word information quickly. 

We hope to provide the visually impaired friends to have 

easier and faster way of reading the books and getting 

knowledge rather than just relying on the dictionary learning 

or volunteer services such as newspapers. Creating a 

combined technology and barrier-free living will provide the 

disabled groups more equal learning opportunities. 

II. SWOT ANALYSIS AND FUTURE OUTLOOK 

The four indexes strength, weakness, opportunity, and 

threat (SWOT) were used to evaluate the feasibility of the 

proposed alternative eye system.  The details of each index are 

described as follow.  

A. Strength 

The concept of the system is to provide an alternative eye 

for the visually impaired people. It helps the visually impaired 

people have the ability to read independently. In comparison 

with the present products, this system has the characteristics 

of simple operating, easy obtaining, and high compatibility 

since all lenses can be compatible to this system.  

B. Weakness 

The technology of recognition is widely used in the license 

plate recognition applications and it is similar to this system. 

Moreover, the accuracy of the recognition in this system is not 

yet better than the products in the market.  To summarize, 

since the license plate recognition system have been 

developed for a long time, this system is missed the 

opportunity to be the first one. 

C. Opportunity 

By using portable lens, the applications of this system are 

widespread. The applications are not limited to visually 

impaired people. It can be widely used for everybody. With 

the development of the cloud technology, the books will be 

translated into the voice by the cloud computing and stored 

into the virtual voice library in the cloud system. It will make 

the information more accessible and available for the human 

in the world.  

D. Threat 

For quite some time, many countries in European had paid 

more attention to the disabled groups. The countries in North 

America had spent more resources in such kinds of the 

researches. Hence, to develop in this field, we need to face the 

threats from other countries. 

 

This system is not only applicable in reading but also 

placed in the Google Glasses in the future. Through the lens, 

the road sign or signpost can be captured and then sent to 

cloud for identification. By cooperating with the Google map, 

it can also be used to recognize and then give the location 

information for the users. In addition, this system can also be 

a mobile guide dog to help the visually impaired people to 

find the right direction and distinguish of the busy stops by 

voice.    

To develop this system, it is not only to help the visually 

impaired people but also contribute to the consumer products 

such as mobile phone, tablet PC and so on. It also offers an 

alternative way to get the information by ears when the eyes 

are overused or tired. The applications of this system will be 

widespread in the future. 

 

 

Fig. 2 Block diagram of the software structure 
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III. SOFTWARE STRUCTURE 

To implement this system, first we used a software 

environment to develop the image processing algorithms. 

Second, some partitions which have the characteristics of 

complex computing and timing limitation were replaced by 

hardware designs. Finally, this system was completed as the 

hardware and software co-designed system.  The hardware 

structure will be introduced in the next section. Fig. 2 shows 

the block diagram of the software structure in this system. The 

details of each step in the software structure are described as 

follow.  

(a) Grayscale Translation 

The system used D5M 5 Mega Pixel Digital Camera to 

capture the image. The captured image was stored in the 

memory. In order to decrease the obstruction of the backdrop 

in the image, the captured image was translated from Red, 

Green, and Blue (RGB) to the gray scale format. The 

grayscale can be obtained by   

 

Gray= 0.299*R+ 0.587*G + 0.114*B                    (1) 

 

where R, G, and B are the values of red, green, and blue color 

in the captured image.  Fig. 3 (a) shows the original captured 

image in RGB format. After grayscale translation, the RGB 

format image was translated into grayscale as shown in Fig. 3 

(b). It is easy to obtain that the image in grayscale format is 

clearer than that in RGB format.  

 

   

(a)                                                       (b) 

Fig. 3 (a) The original image in RGB format. (b) The translated image in the 
grayscale format. 

(b) Binarization  

Before doing the binarization process, it is necessary to find 

the threshold of the image. Next, the binarization process can 

be done according to the relations between the values of the 

pixels with the threshold. The threshold is used to separate 

each pixel into 0 when the value of the graylevel is less than 

the threshold as well as 255 when the value of the graylevel is   

 
Fig. 4 The binarization result of each pixel in the image.  

 

 
Fig. 5 The distribution of the results after binarization  

 

more than the threshold, as shown in Fig. 4. After this process, 

the image is translated into black and white image which is 

better to highlight the letters. Fig. 5 shows the distribution of 

binarization results for each pixel in whole image. Fig. 6 (a) 

shows the real image results after binarization. To compare 

with the images in Fig. 3, the image after binarization has less 

noise, which provides a well base for letter identification.  

 

   

(a)                                                       (b) 

Fig. 6 (a) Real image results after binarization. (b) Real image results after 

Sobel edge detection  
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(c) Edge Detection 

The Sobel edge detection algorithm was used to find the 

edge in the image. It detects the edges by calculating the 

vertical and horizontal gradients first. And then summaries the 

absolute values of the values of gradients in both vertical and 

horizontal directions. The horizontal gradient (Gx), vertical 

gradient (Gy), and total gradient (G) can be obtained as 
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Fig. 7 The edge detection result of each pixel in the image. 
 

Fig. 7 shows the results after the edge detecting. Each 

pixel can be separated into the value of 0 or 1 according to 

find the edge information in each pixel or not. Fig. 6 (b) 

shows the real image results after the edge detection.  

(d) Image rounding and Cutting 

After finding the edge in the image, we can use the edge 

information to detect the graphic and box of each letter. First, 

we used the 8-connected regions algorithm to detect the 

boundaries of the characters. Second, the characters were 

rounded by the circles. Finally, the graphic of each figure was 

cut from the image according the rounded circle of each 

character. Fig. 8 shows the real image results by using the 8-

connected regions algorithm and image rounding technique. 

By using image rounding and cutting techniques, the number 

of the characters can be obtained as shown in Fig. 9. 

 

 
Fig. 8 Real image results after image rounding 

 

 
Fig. 9 The number of the characters by using image rounding and cutting 

techniques. 
  

(e)Image Scaling 

Since the size of the cut character image is different with 

the size of that in the database. The image size of cut character 

image should be scaled into the size the same as that in the 

database. The bilinear interpolation algorithm was selected as 

the scaling algorithm for this system since it has the benefits 

of low complexity and high performance [13]. Fig. 10 shows 

the principle of the bilinear interpolation. The interpolated 

result P’(x, y) can be calculated by linear interpolation in the 

horizontal directly first and then linear interpolation again in 

the vertical direction. The values of P’(x, y) can be calculated 

by equations (5), (6), (7), and (8).  

 
Fig. 10 Bilinear interpolation. 
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P(x, n) = (1-dl)×P(m, n) + dl×P(m+1, n)                            (5) 

   

P(x, n+1) = (1-dl)×P(m, n+1) + dl×P(m+1, n+1)               (6) 

 

P’(x, y)=(1-yl)×P(x, n) + yl×P(x, n+1)                               (7) 

 

P’(x, y) = (1-dl)×(1-yl)×P(m, n) + (1-dl)×yl×P(m, n+1)  

+ dl×(1-yl)×P(m+1, n) + xl×yl×P(m+1, n+1)   (8) 

(f) Library construction and database comparison 

There is a difference between the length and width of every 

figure of characters. In order to improve the accuracy of 

identification, a database of each letter was created and set up. 

To compare the figure of character with the database, first it 

will compare the length and width of the figure. If there is no 

recognition result by the length and width comparing, we will 

compare the figure of the character with each of character 

figure in the database. To compare length and width first can 

greatly reduce the comparison time and increase the efficiency. 

Fig. 11 shows the length and width of each character figure 

stored in the database. The figure of each character in the 

database was illustrated in Fig. 12.  

 
 

 
Fig. 11 The length and width of the character figure in the database. 

  

 
 

Fig. 12 The figure of the character in the database. 

 

 (g) Image Correction 

After rounding the characters, some of the character figures 

include two or more blocks. As shown in Fig. 13 (a), there are 

two blocks rounded the third letter “A”. It will cause the 

mistake when we want to compare the figure with the 

database. In order to avoid this mistake, an expansion 

technique was used for image correction. After expansion, the 

character was filled as shown in Fig. 13 (b). After image 

correction, the figure of the character can be stored in the 

memory and then compared with figures in the database for 

identification. Finally, the recognition results are exported into 

a text file stored in the computers. Fig. 14 shows the flow 

chart of the identification process in this system. 

 

 
(a) 

 
 (b) 

Fig. 13 (a) The character images before expansion (b) The character images 

after expansion 

 

 
Fig. 14 Flow chart of the identification process 

IV. HARDWARE ARCHITECTURE 

The hardware partition of this system was implemented by 

the Altera DE2-115a field programmable gate array (FPGA) 

development board. Fig. 15 shows the block diagram of the 

hardware architecture in this system. The image processor 

includes a RGB to Y circuit, a binarization module, an edge 

detector, an object detector, a scalar, and a comparator. It also 

includes two SDRAM devices SDRAM1 and SDRAM2. The 

SDRAM1 stores the captured image in RGB format. The 

SDRAM2 stores the database of the character figures. 

The input image was captured by the 5 Mega pixels digital 

camera built in the FPGA development board. The image can 

be captured by this camera and then stored in the SDRAM1. 

Two memory controllers were designed for communicating 

between the SDRAM and the image processor. The image 

processor can read the RGB data stored in the SDRAM1 or 

database stored in the SDRAM2 through the memory 

controllers.  
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Fig. 15 block diagram of the hardware architecture of this system.  

 

The image processor read the RGB image data from the 

SDRAM1 first and then the image data were transferred to the 

grayscale format by a RGB to Y circuit. Second, the grayscale 

data were processed by the binarization module, edge detector, 

object detector, and scalar. After processed by these four 

circuits, the figures of characters are produced.  To compare 

with the database stored in SDRAM2 through the comparator, 

the text information is produced. The text information is sent 

to computer and stored as a text file. Finally, the sound files 

are broadcasted by the software in the computer.  

V. DESIGN FEATURES 

Reading is a very important way to get the knowledge. 

Reading by braille books is not enough to satisfy the blind 

people because it spends more money and cost more 

manpower to publish the book. Although there are a wide 

variety of different products available for them, the 

information contents are still very limited and not up to the 

date. The feature of this design is easily operating for the 

visually impaired people. It provides an easy way to read the 

contents of any book or paper by listening immediately. By 

the pure software system, the processing time for a whole 

image takes about 7 seconds, which makes it impossible to 

achieve the immediate identification and fluency from image 

to audio information immediately. By the hardware design 

with the DE2 FPGA development board, it make possible to 

identify the rate within 0.1 second when processes one whole 

image. We hope this design is not only a simple recognition 

but also an accessible system for the human.  

VI. CONCLUSIONS 

Several months ago, we heard about many issues 

concerning disabled people. Hence, we decided to start this 

research and hoped to do some contribution for the visual 

impaired people. Although this system is not complete enough 

for using immediately, we will keep going to develop this 

paper better and better. We hope the visually impaired people 

can enjoy their reading without any obstacles by this system in 

the future.  
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